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ABSTRACT

Decentralized systems built around blockchain technology promise
clients an immutable ledger. They add a transaction to the ledger
after it undergoes consensus among the replicas that run a Proof-of-
Stake (PoS) or Byzantine Fault-Tolerant (BFT) consensus protocol.
Unfortunately, these protocols face a long-range attack where an
adversary having access to the private keys of the replicas can
rewrite the ledger. One solution is forcing each committed block
from these protocols to undergo another consensus, Proof-of-Work
(PoW) consensus; PoW protocol leads to wastage of computational
resources as miners compete to solve complex puzzles. In this paper,
we present the design of our Power-of-Collaboration (PoC) protocol,
which guards existing PoS/BFT blockchains against long-range
attacks and requires miners to collaborate rather than compete.
PoC guarantees fairness and accountability and only marginally
degrades the throughput of the underlying system.
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1 INTRODUCTION

Decentralized systems built using blockchain technology promise
their clients an immutable and verifiable ledger [30, 52, 69]. These
systems receive client transactions and use state machine replica-
tion to add these transactions to the ledger. As these systems are
often composed of untrusting nodes, some of which are malicious
or Byzantine, establishing state machine replication requires these
systems to run a consensus protocol that can handle malicious at-
tacks [15, 72]. The two most widely adopted categories of these
consensus protocols are: Proof-of-Stake (PoS) protocols [30, 40]
and traditional Byzantine Fault-Tolerant (BFT) protocols [15, 72].

Stake-oriented consensus protocols, such as Proof-of-Stake (PoS)
protocols, use a probabilistic distribution to decide which node
gets to add a new block of client transactions to the ledger; often,
the nodes with a higher stake (or wealth) have higher probability
of proposing a new block. [40]. Communication-oriented proto-
cols, such as traditional BFT protocols, give each node an equal
opportunity (a vote) to add an entry to the ledger; agreement on
the next block is reached through successive rounds of vote ex-
change [15, 45]. Some systems combine PoS and BFT to yield ef-
ficient consensus [30]. Despite these differences, these protocols
follow the same design: each block added to the ledger includes

the digital signatures of a quorum of participants to prove that a
quorum agreed to update the ledger.

Unfortunately, any decentralized system that employs these pro-
tocols suffer from awell-known attack: a long-range attackwhere an
adversary attempts to create an alternate ledger and targets clients
(or a new participants) that cannot distinguish between the original
ledger and the adversarial ledger [2, 8, 66, 68]. An adversary can
launch a long-range attack on systems running PoS/BFT consensus
protocols due to the following reason: In PoS/BFT protocols, it is
computationally inexpensive for nodes to add a new block to the
ledger. An adversary with access to the private keys of the honest
nodes can use these keys to create an alternate ledger; the following
are the two ways to access the private keys of honest nodes.

(1) Stealing. An adversary can attempt to steal the keys of the
nodes; stealing private keys is a widespread attack, and such attacks
have resulted in losses of up to $200 million [53, 56, 74].

(2) Bribing. An adversary can bribe honest nodes to sell their
private keys, especially nodes that once participated in the system
and no longer have any stake in it. This bribery attack is feasible
because decentralized systems expect to run for years and can-
not guarantee that the original set of participants will always run
the system. Based on the Tragedy of the Commons [11], rational
participants will opt to earn further incentives by selling their keys.

Once an adversary has access to these keys, it can use them to
fork the original ledger at a specific block number and create an
adversarial ledger with alternate blocks. As nodes of decentralized
systems frequently leave/join the system [54, 62], the adversary
can use this opportunity to present its adversarial ledger as the
authentic ledger to a new node (or client), which unfortunately
cannot distinguish between the two. Note: even though honest nodes
of the system have access to the original ledger if the adversary can
access their keys, it can forge their identities, which makes it hard
for a new node to distinguish between the two ledgers.

Prior attempts to eliminate long-range attacks follow three direc-
tions: (1) Using key-evolving cryptographic techniques and increas-
ing the number of keys an adversary needs to compromise [8, 29],
which typically delays the imminent long-range attack. (2) Creating
state checkpoints and storing them at all the nodes, assuming that
an adversary can only compromise the keys of at most one-third
of nodes [14, 66] (3) Periodically appending the ledger state to the
Bitcoin blockchain [9, 67]. Indeed, the third direction can guard
existing decentralized systems against long-range attacks. For an
adversary to present an adversarial chain to the new nodes, it also
needs to rewrite the Bitcoin ledger, which is computationally infea-
sible. Bitcoin employs the PoW consensus protocol, which follows
a computation-orientedmodel as it requires all the nodes to compete
toward solving a complex puzzle. Whichever node solves the puzzle
first adds a new block and receives a reward as compensation for its
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efforts. As PoW nodes constantly compete with each other, PoW-
based solutions lead to the wastage of computational resources, as
there is only one winner. [23].

The challenges existing solutions face while eliminating long-
range attacks make us conclude that any solution for long-range
attacks should: (1) not rely on the long-term safe-keeping of private
keys, (2) reduce wastage of computational resources, and (3) be
computationally expensive for an attacker to rewrite the ledger.

In this paper, we introduce Power-of-Collaboration (PoC) pro-
tocol, which, when appended to decentralized systems running
PoS/BFT consensus, helps to meet the aforementioned goals. PoC
is noninvasive as it works on the output of underlying PoS/BFT
consensus protocol and has minimal impact on the performance of
existing decentralized systems. PoC advocates for collaborative min-
ing, which, like PoW, requires miners to solve a compute-intensive
puzzle, but all the miners are now working together (instead of
competing) to solve the same puzzle.

The most closely related work, Bitcoin’s centralized mining pools,
also attempts to reduce the costs associated with mining [1, 20,
50]. As the name indicates, these mining pools are centralized and
managed by an organization. The organization sets the rules for
the mining pool, decides which node should receive a reward and
how much reward, and controls which node can participate in the
pool. Not only is the existence of centralized mining pools against
the ethos of a decentralized system, but the managing organization
charges fees for management without spending any computational
resources. Further, attempts to create a decentralized mining pool
have been unsuccessful due to nodes not doing designated tasks
and lack of accountability: the last block added by any decentralized
mining pool in Bitcoin was in 2019 [20, 50].

PoC, in essence, functions as a single decentralized mining pool
where all the nodes collaborate to find a solution for the compute-
intensive puzzle. Like PoW, nodes are still spending their computa-
tional resources to find the nonce, which makes it computationally
expensive for the adversary to create an adversarial ledger. How-
ever, we need to ensure that, like centralized mining pools, we
reduce the wastage of computational resources while also guar-
anteeing decentralization and fairness. We do so by splitting the
compute-intensive puzzle into a set of unique sub-problems, and
each node works on a unique subset of these sub-problems; the
solution to the original compute-intensive problem is present in
these subsets. We also need to provide accountability and deter
malicious nodes from not doing work, as it can delay the discovery
of the solution. PoC does so through our slice-shifting protocol,
which identifies and penalizes a malicious miner and transfers its
work to honest miners.

To show that PoC is effective in practice, we append it to several
decentralized systems. In our first set of experiments, we append
PoC to Apache’s ResilientDB (Incubating) [37] as it provides ac-
cess to an open-source permissioned blockchain platform and an
optimized implementation of Pbft, a BFT consensus protocol. Re-
silientDB’s Pbft implementation adds approximately 1000 blocks
per second on a system of 128 replicas, and our experiments illus-
trate that PoC can sustain this throughput on a system of 128miners
and requires 29× less mining time than Bitcoin’s PoW protocol. In

our final set of experiments, we use the Diablo [32] benchmark-
ing framework to append PoC to four popular blockchain systems,
namely Diem [25], Algorand [30], Ethereum [69], and Quorum [17].
Our results illustrate that PoC has a minimal impact (≈ 10×) on the
throughput of these blockchains. Next, we list our contributions.

• We present the Power-of-Collaboration (PoC) protocol,
which, when appended to existing decentralized systems
running PoS and BFT protocols, makes it computationally-
expensive for an adversary to launch a long-range attack.

• PoC introduces the notion of collaborative mining, which
divides the mining task among all the miners.

• PoC advocates fairness and accountability: rewards are
distributed among the miners in proportion to their share
of work, and Byzantine behavior is quickly detected and
penalized through the slice-shifting mechanism.

2 SYSTEM MODEL

We adopt the standard communication and failure model adopted
by most consensus protocols [15, 31, 45]. We assume the existence
of a blockchain systemS of the formS = {R, C}. The setR consists
of nR replicas (or stakeholders in case of PoS protocols) of which
at most fR can behave arbitrarily. In a typical blockchain system,
these replicas store the state and participate in consensus. The
remaining nR − fR are honest: they follow the protocol and remain
live. We also assume the existence of a finite set of clients C, of
which arbitrarily many can be malicious.

Miner Staking. Unlike PoW-based systems, we make a simi-
lar assumption as common PoS-based systems: PoC requires the
knowledge of total number of miners participating in the mining
process. Each miner that wishes to participate in PoCmining needs
to stake some of its resources. This staking also determines the
amount of collaborative work a miner has to perform.

We denote the set of miners asM and the total number of miners
as nM , of which at most fM can act maliciously. The roles of both
miners and replicas can be played by the same party, however, for
the sake of exposition, we denote miners and replicas separately.

Authenticated communication and Adversary model: repli-
cas and miners employ standard cryptographic primitives such as
Mac and/or digital signatures (DS) to sign messages. We denote a
message𝑚 signed by a replica r using DS as ⟨𝑚⟩r. We employ a
collision-resistant hash function hash(·) to map an arbitrary value
𝑣 to a constant-sized digest hash(𝑣) [38]. Each replica/miner only
accepts a message if it is well-formed. We assume the existence of
a standard adversary which can corrupt arbitrary nodes, delay and
reorder messages [15]. Further, there exists a mechanism for the
system S to allow replicas to join or leave S, and this knowledge
is percolated to all the existing members of S. Each such system S
should provide the following guarantees:

Safety. If two honest replicas r1 and r2 order transactions 𝑇 and
𝑇 ′ at sequence numbers 𝑘 , then 𝑇 = 𝑇 ′.

Liveness. If a client sends a transaction 𝑇 , then it will eventually
receive a response for 𝑇 .

3 BACKGROUND

We begin by presenting the necessary conceptual background.
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3.1 PoS and BFT Consensus

PoS consensus protocols allow each node to add the next block to
the blockchain in proportion to its invested stake [22, 30]. Often, the
stake is equivalent to a monetary token or currency. As a result, the
higher the stake a node invests, the greater the probability of it add
a block. Once a stakeholder proposes the next block, all the other
nodes also sign this block, which acts like an agreement among the
nodes. Similarly, BFT protocols like Pbft [15] and HotStuff [72]
designate in each round a replica as a leader, which proposes a
block. Following this, all the replicas work through multiple rounds
of message exchange to ensure that the proposed block has the
support of a quorum of honest replicas.

3.2 Long-range attack on PoS and BFT

A known attack that affects both PoS [9, 67] and BFT [2, 8] protocols
is the long-range attack, where an attacker attempts to create an
alternate ledger. As described in Section 1, in PoS/BFT protocols, it
is computationally inexpensive for nodes to add a new block to the
ledger. Thus, an adversary needs access to the private keys of the
honest nodes, which it can do either through stealing or bribing.
Once an adversary has access to these keys, it can use them to
fork the original ledger at a specific block number or height and
create an adversarial ledger with alternate blocks (orthogonal, but
in the past, popular blockchains have observed forks due to mali-
cious attacks [18]). As nodes of decentralized systems frequently
leave/join the system [54, 62], the adversary can use this opportu-
nity to present its adversarial ledger as the authentic ledger to a new
node (or client), which unfortunately cannot distinguish between
the two. We illustrate this through the following example.

Example 3.1. Assume that a decentralized system S has the
following PoS blockchain ledger:𝔅1,𝔅2, ...𝔅𝑘 , ...𝔅𝑛 . Say malicious
nodes get access to the private keys of all the honest nodes and
decide to create an adversarial ledger, starting from the 𝑘-th block.
Once it is the turn of malicious nodes to propose new blocks, they
reveal the following adversarial ledger: 𝔅1,𝔅2, ...𝔅′

𝑘
, ...,𝔅′

𝑛,𝔅
′
𝑛+1.

Any new node joining S cannot distinguish between these two
ledgers and will choose the longest chain. Similarly, some existing
honest nodes, if bribed, may decide to forfeit their ledger and switch
to the malicious ledger. Moreover, as time passes, with old nodes
leaving the system and new nodes unable to distinguish, a hard-
working adversary may be able to affirm the adversarial ledger as
the original ledger.

In practice, there are a lot of examples where an adversary has
successfully stolen the private keys of honest parties [53, 56, 74].
We agree that stealing so many keys, primarily when the nodes are
distributed is hard. Hence, a rational attack is where the adversary
bribes the honest validators who no longer have a stake in the
system. As these validators have nothing to lose, Tragedy of the
Commons [11] suggests that these validators will sell their private
keys in return for some incentive. However, suppose the system can
guarantee a fixed set of nodes. In that case, even if the adversary
has access to the private keys of these nodes, it cannot convince the
honest nodes to switch to the adversarial ledger as, locally, each of
them has a copy of the ledger. Unfortunately, it is hard to prevent
old nodes from leaving the system. New nodes will eventually fill
those spots, and the adversary needs to target only these new nodes.

If it can make it impossible for them to distinguish between the
two ledgers, which it can do with access to the private keys of old
nodes, the adversary can forge the identities to old nodes.

The challenges make us conclude that any solution for long-
range attacks should: (1) not rely on the long-term safe-keeping of
private keys, and (2) be computationally expensive for an attacker
to rewrite the ledger.

3.3 Proof-of-Work Consensus

We briefly look at the design of PoW consensus protocol, which
can help in preventing long-range attacks.

In the PoW protocol, each miner m ∈ M selects some client
transactions from the available pool of transactions and packs them
in a block 𝔅. This block 𝔅 also includes a header, which contains:
(i) hash of the previous block (𝑝𝑟𝑒𝑣), (ii) the digest of all transactions
or Merkle root 𝑀𝔅, (iii) difficulty 𝐷 , and (iv) the nonce 𝜂, among
other fields [50, 55]. As each miner decides which transactions to
include in its block, two miners may mine blocks with different
transactions that extend the same previous block (with the hash
𝑝𝑟𝑒𝑣). Computing 𝑀𝔅 of all transactions in the block requires a
miner m to compute a pairwise hash from leaves to the root. The
difficulty 𝐷 , also termed as the difficulty of finding the nonce, in-
forms the miner of the range of desired hash. Specifically, each
miner continuously selects a random nonce 𝜂 till it satisfies the
following equation:

hash(𝑝𝑟𝑒𝑣 | | 𝑀𝔅 | | 𝜂) < 𝐷 (1)

Whenm discovers a valid nonce, it adds it to its block and broadcasts
this block to all the miners. When another minerm′ receives a block
with a valid nonce that extends the last block added to the ledger
(with hash 𝑝𝑟𝑒𝑣), m′ adds the received block to its ledger and starts
building/mining the next block that extends the received block.
Note: once m′ has added a block to the ledger, if in the future, m′

receives any other block that includes 𝑝𝑟𝑒𝑣 , it ignores that block.
Consequently, the miner who discovers the nonce earliest has the
highest probability of adding a new block to the ledger as its block
can reach a majority of miners the earliest. Clearly, PoW miners
compete with each other in an attempt to find a valid nonce and
PoW consensus faces the following two challenges (among many
others): (1) All but one miner waste their computational resources
and only the winner receives an incentive for finding the nonce. (2)
More than one miner can find a valid nonce, which can temporarily
fork the ledger; as described above, two miners may start mining
subsequent blocks that extend different previous blocks. As there
is no longer one ledger and instead multiple forks, PoW protocols
define a mechanism to trim all but one fork, leading to further
wastage of computational resources.

One solution to reduce the probability of forks is to increase
the hardness/difficulty of finding the nonce; decentralized systems
dynamically update the difficulty 𝐷 to fix the rate miners add new
blocks to the ledger. Specifically, these systems want to ensure
miners spend at least a fixed amount of time searching for the valid
nonce. The value of 𝐷 is a system parameter and 𝐷 increases if
miners are producing blocks at a faster rate than expected or the
probability of forks is high and decreases vice versa.
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3.4 Centralized Pooled Mining

Several decentralized systems, like Bitcoin, allow miners to work in
groups to reduce the cost incurred by miners during PoW consen-
sus; miners pool together their resources to increase their chances
of finding a valid nonce [1, 50]. Arguably, almost all the active min-
ing pools today are centralized; they are run by an organization
that manages the pool’s functioning.

The pool controller creates the block for the pool miners to mine
and determines a set of lower-difficulty sub-problems; assume that
the expected difficulty for adding a block to the ledger is 𝐷 , then
a miner may need to find a nonce at difficulty 𝑑 << 𝐷 . If a miner
finds a valid nonce for a sub-problem, it submits that nonce to the
controller. If a nonce leads to a hash at difficulty 𝐷 , the controller
forwards this block to the miners outside the pool and distributes
the rewards proportional to the miners who discovered any valid
nonce after deducting a management fee.

Mining pools ensure that each miner receives a regular payout
(incentive) even if that individual miner cannot discover the nonce
that reaches difficulty 𝐷 . However, by design, these mining pools
sacrifice decentralization for centralized management. The pool
controller receives a fee for managing the pool and decides the
rewards and punishments for the miners, which miners can join
the pool, and who to remove from the pool. Moreover, the existence
of mining pools does not eliminate the nature of PoW, as often
there is more than one mining pool, and these pools compete with
each other, which wastes computational resources.

Alternatively, decentralized pools eliminate the need for a pool
controller. However, attempts to create a decentralized mining pool
have been unsuccessful due to nodes not doing designated tasks
and lack of accountability: the last block added by any decentralized
mining pool in Bitcoin was in 2019 [20, 50].

4 POWER-OF-COLLABORATION

PoC aims to guard a decentralized system running PoS/BFT proto-
cols from long-range attacks. It offers the following properties:

(G1) Computationally expensive ledger re-writing. PoC
makes it computationally expensive (solve complex puzzles) for an
adversary to overwrite the original ledger,

(G2) Reduced wastage of computational resources. PoC
requires miners to collaborate and work on the same block; each
miner has to work on a subset of search space. Consequently, miners
spend less resources than PoW.

(G3) Fairness. PoC ensures fairness by distributing incentives
among all the miners; even if there is no valid nonce in a miner’s
subset of the search space, it receives an incentive for its efforts.

(G4) Accountability. PoC penalizes any miner that fails to find
a valid nonce, if present, in its subset of the search space.

Before we describe the design of PoC, we discuss some of the
possible solutions and their limitations.

Version 1. Let us assume a decentralized system running a PoS/BFT
consensus protocol employs a PoW consensus subsystem to guard
itself against long-range attacks. Each batch of transactions that
the PoS/BFT protocols commit is forwarded to the PoW subsystem
to add to the ledger maintained by PoW miners. Each miner m
follows the PoW protocol: creates a PoW block that includes one
or more committed batches, a transaction that transfers incentive
to its account, the hash of the previous block 𝑝𝑟𝑒𝑣 , and initiates

Replicas
(Replicas of S run consensus to commit T)

Miners
(Miners run PoC)

2) Fetch 
committed T

3) Send 
valid 
nonce

4) Fetch the 
agreed nonce and 
mine next block

1) Sends a 
transaction T

Client

Figure 1: Transactional flow in a system S+PoC.

the search for a valid nonce. When m finds the nonce, it broadcasts
its block and the nonce to the other miners. If another miner m′

receives a block/nonce, it starts building/mining the next block
and includes the hash of the received block/nonce as the previous
block. This solution faces the following two limitations: (i) all but
one miner waste their computational resources (lack of fairness),
and (ii) more than one miner can find a valid nonce, which can
temporarily fork the ledger and lead to a subsequent increase in
the hardness/difficulty of finding the nonce (§3.3).

Version 2. Next, we replace the PoW consensus subsystem with
a centralized mining pool, where the pool operator receives the
next committed block and creates sub-problems for the pool’s min-
ers to mine. This solution does not face any of the above limita-
tions. However, this solution illustrates control by a single opera-
tor/organization, which receives fees for its services and decides
the incentives/penalties for the pool’s miners.

Version 3. Finally, we replace the centralized mining pool with a
decentralized mining pool, where miners decide to coordinate with
each other without any operator. The following are the challenges
for any decentralized mining pool-based solution (i) which miner
decides the content of the block, (ii) how to fairly distribute rewards
among the miners, and (iii) how to detect and penalize a malicious
miner that delays block mining by not performing designated tasks

Overview. Our solution should offer the four appealing prop-
erties (G1 to G4). Consequently, we design PoC that requires no
centralized organization and guards a PoS/BFT protocol from long-
range attacks. In Figure 1, we illustrate the transactional flow.

(1) Transaction ordering and communication. PoC expects that
the underlying PoS/BFT protocol reaches consensus on client trans-
actions among its replicas and forwards every committed batch of
transactions to the PoC miners.

(2) Block creation and mining. Once miners are ready to mine,
they select a set of ordered batches to form a block. To allow miners
to collaborate and reduce computational resource wastage, PoC
ensures that all the miners are mining identical blocks, and each
miner searches for the valid nonce on a unique subset of the search
space. This collaboration helps us meet property G2.

(3) Nonce discovery and attestation. Once a miner discovers a
nonce, it broadcasts the nonce to everyone. To ensure that there
are no forks of the ledger, PoC requires the decentralized system’s
PoS/BFT protocol to attest a nonce. Note: this recursive dependency
only helps to select a valid nonce without requiring multiple rounds
of communication among the miners; the same task can be done
by running a consensus on the nonce among the miners.

(4) Reward distribution. Once a miner finds a valid nonce, each
miner receives an incentive. This reward distribution allows PoC
to ensure fairness (property G3);
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(5) Failure detection and progress. Byzantine miners may not
search for nonce in their subset of the search space. If the valid
nonce is present in this subset, then no miner will ever discover
it. PoC allows miners to independently discover such malicious
attacks and switches honest miners to different subsets to facilitate
the discovery of the nonce.

(6) Penalty. PoC guarantees accountability by penalizing mali-
cious miners that failed to find a valid nonce (property G4).

5 RELATEDWORK

BFT has been studied extensively in the literature [6, 7, 15, 16, 35, 45,
47–49, 57, 58, 61, 64, 70, 75]. A sequence of efforts [12, 15, 33, 42, 46,
51, 59, 60, 63, 72, 73] have been made to reduce the communication
cost of the BFTprotocols: (1) linearizing BFT consensus [31, 72], (2)
optimizing for geo-replication [3, 36], and (3) sharding [4, 5, 21, 27,
65]. Nevertheless, all of these protocols face long-range attacks [24].

Alternatively, prior works have focussed on designing PoS pro-
tocols that permit the node with the highest stake to propose the
next block [22, 30, 39, 41, 43] However, even these protocols suffer
from long-range attacks if adversary has access to the private keys.

Existing work to protect against long-range attacks includes: (1)
checkpointing the state through a trusted committee [8, 10, 13, 19],
(2) key-evolving cryptographic techniques [26, 30, 39], (3) verifiable
delay functions [71], and (4) appending the state to Bitcoin [9, 66].

(1) Trusted Committee solutions aim to periodically checkpoint
the state of a PoS blockchain on another canonical chain, which
is maintained by a committee of trusted members [8, 10, 13, 19].
These systems assume that the trusted members cannot be com-
promised, and thus, new nodes that wish to join the system can
distinguish between the PoS blockchain and the canonical chain.
Moreover, small size committees mimic a centralized system, while
large committees increase latency for checkpoints.

(2) Key-evolving cryptographic techniques force participants to
periodically discard old keys and generate new keys [26, 30, 39].
These works assume that honest nodes will discard their old keys
after they generate a new pair; the onus is on the honest nodes.

(3) Verifiable delay functions provide proof that helps differen-
tiate between a ledger created long ago versus a recently created
adversarial ledger [71]. However, nothing prevents an adversary
from initiating the creation of the adversarial ledger at the time of
genesis. Once it has access to the private keys of other nodes, it can
build blocks on top of this ledger, which makes it impossible for a
new node to distinguish between the two ledgers.

(4) Appending the state to Bitcoin is a popular solution against
long-range attacks for many recent papers [9, 66, 67]. Bitcoin em-
ploys PoW consensus, which requires miners to compete and thus
wastes computational resources. Prior solutions to improve PoW
or Bitcoin [28, 34, 44] do not eliminate this competition.

6 CONCLUSIONS

In this paper, we presented our novel PoC protocol, which, when
appended to existing PoS/BFT protocols, guards them against long-
range attacks. Like PoW, PoC makes it computationally expensive
for an adversary to rewrite the ledger. However, unlike PoW, PoC
introduces collaborative mining that requires miners to work with
each other instead of competing.
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