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Abstract

Consensus protocols serve as the foundation for strongly
consistent and fault-tolerant distributed systems. Despite the
theoretical guarantees of safety and liveness, most consen-
sus protocol implementations have robustness issues that
often go unnoticed until a major failure occurs in production,
causing significant financial losses.

We propose ConsenStress, a novel black-box testing frame-
work tailored for detecting robustness issues in consensus
protocols. Unlike existing frameworks that only allow test-
ing of one or a few protocols, ConsenStress enables seamless
testing of unmodified binaries of arbitrary consensus proto-
cols. ConsenStress introduces a novel attack “interface” that
allows users to write complex attack scenarios using a novel
high-level API, eliminating the need to handle low-level im-
plementation details. Finally, ConsenStress includes more
than 30 concrete attack implementations and supports 16
consensus protocol integrations, enabling a wide range of
attacks across different types of consensus protocols.

Our preliminary evaluation identifies previously undis-
covered robustness issues in existing consensus protocol
implementations, demonstrating ConsenStress’s capability
to detect complex robustness issues in consensus protocol
implementations.
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1 Introduction

Consensus allows a group of distributed replicas to agree on
a single history of commands, providing the foundation for
fault-tolerant systems [4]. Consensus protocols, however, ex-
perience outages, which contradict the liveness guarantees
stated in their formal specifications. These outages are often
caused by protocol implementation issues, such as deviations
from the protocol specification, optimizations that focus only
on the failure-free case while neglecting the correct imple-
mentation of subtle features like view change subroutines
[21] and synchronizers [15]. These outages have caused sig-
nificant problems, as seen in the Cloudflare incident [10],
where a protocol bug in the Raft [23] implementation led to
a cloud outage affecting many systems, and in the Solana

blockchain [5], where failures resulted in over 150 hours of
downtime, causing substantial financial losses.

Software testing has long held promise to detect robust-
ness issues. Existing methods for detecting robustness issues,
black-box and white-box testing, have several limitations
that prevent them from effectively identifying robustness
issues. First, black-box approaches, such as Jepsen[14], of-
ten have a limited set of tests that do not cover the full
range of scenarios a consensus protocol may encounter and
therefore, cannot detect subtle robustness problems in con-
sensus algorithms. Second, white-box testing approaches
[18, 32] often require programmers to write specifications
in machine-proving languages, which limits its widespread
adoption. Moreover, white-box approaches face state space
explosion due to the many execution paths in complex con-
sensus protocols, limiting the scope of testing. Due to these
limitations, effectively testing the robustness of consensus
protocol implementations remains an open research prob-
lem.

This paper proposes ConsenStress, a novel framework
for detecting robustness issues in consensus protocol im-
plementations. ConsenStress supports the seamless integra-
tion of any consensus protocol, making it a generic testing
framework. ConsenStress enables testing of unmodified con-
sensus protocol binaries without requiring any changes to
the source code. ConsenStress introduces a novel attack in-
terface that allows programmers to define arbitrary testing
strategies using a high-level APL

Contributions

e We present the design of ConsenStress, a novel, generic,
and extendable framework for evaluating the robust-
ness of unmodified consensus protocol binaries.

e We design and implement 30 different attack scenarios,
covering a wide range of failures observed in practical
distributed system deployments.

e We provide a prototype of ConsenStress in Go [20] and
evaluated 16 consensus protocols using a ConsenStress
deployment running on Sphere-Testbed [26].

e We identify more than 10 previously undiscovered
robustness issues in existing public consensus protocol
implementations, demonstrating the effectiveness of
ConsenStress.



EuroSys 20, March 2025, Rotterdam, Netherlands

Consensus
Protocol
I —

—_— Attacker —
Consensus Client Consensus
Protocol Protocol

t
Attacker Attacker
Client Client
Attacker

Controller

Figure 1. ConsenStress architecture.

2 ConsenStress design

ConsenStress is a distributed system, as shown in Fig. 1. Con-
senStress employs "attacker client"s that are collocated with
the consensus replica processes. Attacker client runs as a
separate process and interacts with the consensus process
solely through system interrupts and network manipulation
calls. The "attacker controller” node runs the attack script
and sends timely actions to attacker clients, which enforce
them on the corresponding consensus protocol process. This
design enables ConsenStress to remain oblivious to the proto-
col under test and allows seamless integration of unmodified
consensus protocol binaries.

2.1 ConsenStress attack interface

ConsenStress abstracts the distributed consensus protocol
deployment as a graph, with consensus replicas as vertices
and network links (TCP/UDP connections) as edges. Con-
senStress provides an "attack node interface" and an "attack
link interface", which offer methods to manipulate both con-
sensus replica processes and the network links connecting
consensus processes, respectively. These interfaces enable
users to write custom testing scenarios, foregoing low-level
attack implementation details.

2.1.1 ConsenStress concrete attacks. As a first step in
identifying factors affecting the robustness of consensus pro-
tocol implementations, we conducted a detailed study of
network and node failures in the cloud [1, 2, 8, 25]. Based
on this analysis, we identified key scenarios that affect the
robustness of consensus protocols: (1) changing link prop-
erties (delay, bandwidth, jitter), (2) network partitions, (3)
stragglers (slow nodes), (4) timeout and failure detector er-
rors, and (5) node crashes. While we observed other factors
influencing robustness, we determined that these five cate-
gories accurately summarize the most relevant root causes
affecting the robustness of consensus protocols.

Using the ConsenStress attack interface, we implemented
these attack scenarios and their variations. On average, each
attack required only 20 lines of code, demonstrating that
ConsenStress enables easy implementation of new attacks.
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At the time of writing this extended abstract, we have imple-
mented over 30 concrete attack scenarios, uncovering more
than 10 previously unknown issues in consensus protocol
implementations.

2.2 Seamless integration of consensus protocols

ConsenStress enables the rapid integration of unmodified
consensus protocol binaries written in any programming
language. To integrate a new protocol into ConsenStress, a
user must implement the following three methods.

copyConsensus (nodes)
bootstrap (nodes [], duration)
extractOptions () options

"copyConsensus” defines how the protocol is copied to
each remote node, including all consensus-specific configu-
ration files. "bootstrap” defines how the protocol should be
started in n replicas, and "extractOptions" specifies how to
interpret the logs generated by the protocol during execu-
tion. Currently, ConsenStress readily integrates 16 different
consensus protocols, both from the crash fault tolerant do-
main (Raft [23], Multi Paxos [16], Baxos [28], Rabia [24],
SADL-RACS [30], EPaxos [22, 31], Mencius [19], General-
ized Paxos [17], QuePaxa [29], ETCD Raft [7], and ZooKeeper
[11]) and byzantine fault tolerant domain (Mahi-Mahi [12],
Codial-Miners [13], Mysticeti [3], Jolteon [9], HotStuff [33],
Tusk [6], Bullshark [27]). These implementations include
industry-used protocols (ZooKeeper [11] and ETCD [7]),
publicly deployed blockchains (HotStuff [33], Mysticeti [3],
Narwhal [6]), and academic prototypes. On average, Consen-
Stress requires approximately 250 lines of code to integrate
a given consensus protocol, confirming its seamless integra-
tion capability.

3 Evaluation and Future Work

We implemented ConsenStress in Go [20] using approxi-
mately 3,000 lines of code. Our preliminary evaluation re-
vealed several robustness issues across multiple consensus
protocol implementations, including (i) a leader election
problem in Raft [23], (ii) high bandwidth overhead and even-
tual execution halt in DAG-based protocols under stragglers
and high-delay links [3, 12], (iii) high commit delay in Hot-
Stuff [33] even with just a single replica crash, and (iv) com-
plete loss of liveness in Rabia [24] when the network topol-
ogy is asymmetrical. In the future, we plan to extend our
evaluation to cover all 16 consensus protocols.
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