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2019 2024
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2019 2024

• Lessons learned 

• Open research challenges



Research Gifts

(please keep it short)
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Libra, 2019

HotStuff HashGraph

?



Too much impact?

• Patent your work 

• Send the patent around 

• Ask companies to cite your patented work (ideally in public)



Libra, 2019

• Linear 

• Clearly isolated components 

HotStuff

HashGraph

• Impossible to garbage collect 

• Unclear block synchroniser



The first 6 months…

• The LibraBFT/DiemBFT pacemaker 

• Codesign the pacemaker with the rest

SMR in the Libra Blockchain



1. Network model?

Research 
Questions

1. Modularisation is a design strategy

Lessons 
Learned



HotStuf
Typical leader-based protocols
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1. Network model?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation

Lessons 
Learned



Leader-Driven Consensus
Fragility to faults and asynchrony



Fragility to faults and asynchrony
Leader-Driven Consensus



Performance
La

te
nc

y 
(s

)

0

2

4

6

8

Throughput (tx/s)

0 30k 60k 90k 120k

Naive-HS



Performance
La

te
nc

y 
(s

)

0

5

10

15

20

25

30

35

40

Throughput (tx/s)

0 3k 30k 60k 90k 120k

Naive-HS (faults) Naive-HS



1. Network model?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early

Lessons 
Learned



Libra, 2019

• Linear 

• Clearly isolated components 

HotStuff (naive mempool)

• Uneven resource utilisation 

• Fragile to faults and asynchrony 

• Unspecified components (pacemaker)



Libra, 2021

• Quadratic but even resource utilisation  

• Separation between consensus and data 
dissemination 

Narwhal
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Narwhal

r1 r2 r3 r4 r5



1. Network model?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage

Lessons 
Learned



HotStuff on Narwhal
Enhanced commit rule

C1
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HotStuff on Narwhal
Enhanced commit rule

C2

C2

C1

Faulty HotStuff Leader! 

Blocks may still be ‘saved'



HotStuff on Narwhal
Enhanced commit rule
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Libra, 2021

• Quadratic but even resource utilisation  

• Separation between consensus and data 
dissemination 

Narwhal

• High engineering complexity



1. Network model? 

2. BFT testing?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage

Lessons 
Learned
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TuskDagRider Bullshark

• Hard to make efficient 

• 99% of the code

Data Dissemination Consensus

• Error prone 

• Isolated, easy to maintain

Dumbo-NG

…
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1. Network model? 

2. BFT testing? 

3. Consensus-exec interface?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage 

5. Core is hard, consensus is easy

Lessons 
Learned



By that time…



By that time…

Sui

Aptos

Linera

…



Fundraising with papers 
seems to work



Sui, 2022

• Lack of checkpoints 

• Lack of epoch-change 

• Lack of crash-recovery

Over a year for mainnet



1. Network model? 

2. BFT testing? 

3. Consensus-exec interface? 

4. Storage architecture?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage 

5. Core is hard, consensus is easy 

6. Epoch change is not an add-on

Lessons 
Learned



Sui, 2023

• Latency was too high 

• Crash faults were the predominant faults 

• Building Bullshark was still too complex



SailfishShoal CM

…
• Many leaders per round 

• Leaders every round 

• Uncertified DAG

Techniques

Mysticeti



Shoal/shoal++ Sailfish/BBCA CM/Mysticeti

• Low latency 

• Easier synchroniser 

• Leverage existing code

• Lowest latency 

• Graceful crash faults 

• Simpler, less CPU

• Lower latency 

• Easy synchroniser 

• Flexible

Certified DAG Uncertified DAG

Discussion



1. Network model? 

2. BFT testing? 

3. Consensus-exec interface? 

4. Storage architecture? 

5. Block synchroniser?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage 

5. Core is hard, consensus is easy 

6. Epoch change is not an add-on

Lessons 
Learned



SailfShoal CM

…
• Many leaders per round 

• Leaders every round 

• Uncertif

Techniques

Mysticeti



Uncertified DAG

• Round number 

• Author 

• Payload (transactions) 

• Signature

r1 r2



Uncertified DAG
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Uncertified DAG
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r1 r2 r3

L1

Interpreting DAG Patterns

Certificate

Blame



Direct Decision Rule

• Skip if 2f+1 blames 

• Commit if 2f+1 certificates 

• Undecided otherwise

On each leader starting from highest round:
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Indirect Decision Rule
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Engineering Benchmarks

Protocol Committee Load/TPS P50 P95

Bullshark 137 5k 2.89 s 4.60 s

Mysticeti 137 5k 397 ms 690 ms

We ran it for 24h and it looks good 👍



1. Network model? 

2. BFT testing? 

3. Consensus-exec interface? 

4. Storage architecture? 

5. Block synchroniser? 

6. Realistic benchmarks? 

7. Efficient reads?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads allocation 

3. Benchmark early 

4. Codesign with mem. and storage 

5. Core is hard, consensus is easy 

6. Epoch change is not an add-on

Lessons 
Learned



Testing Strategy

bullshark

e

mysticeti

e+1

bullshark

e+2

• Compare performance & robustness  

• Test mainnet change bullshark -> mysticeti 

• Prepare for the worst mysticeti -> bullshark



The Sui Mainnet



Conclusion

2019 

naive consensus

2020-2021 

mempool ❤consensus

2022-2023 

Fold into DAG

2024 

Remove overhead



alberto@mystenlabs.com

mailto:alberto@mystenlabs.com


EXTRA: 
Research in Industry
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Eng challenges
New 

research 
question?

General research 
question

Can we solve 
it ourself?

Pay someone else

Research paper Research 
implementation

Handover to 
engineering Follow up

yes

no
no

yes



Chainspace: A Sharded Smart Contracts Platform

NDSS • Adopted by chainspace.io

Coconut: Threshold Issuance Selective Disclosure … 
NDSS • Adopted by chainspace.io, Ketl, Nym, …

Replay Attacks and Defenses against Cross-shard … 
EuroS&P • Adopted by chainspace.io

Bullshark: DAG BFT Protocols Made Practical

CCS • Adopted by Sui, Aleo, Fleek

Be Aware of Your Leaders

FC • Adopted by Diem, Aptos

Zef: Low-latency, Scalable, Private Payments

WPES • Adopted by Linera

Parakeet: Practical Key Transparency for End-to-End … 
NDSS • Adopted by WhatsApp 
IETF Applied Networking Research Prize

Sui Lutris: A Blockchain Combining Broadcast and …

CCS • Adopted by Sui 
Distinguished paper award

Subset-optimized BLS Multi-signature with Key Aggregation

FC • Adopted by Fastcrypto

HammerHead: Leader Reputation for Dynamic Scheduling 
ICDCS • Adopted by Sui

Fastcrypto: Pioneering Cryptography via Continuous … 
LTB • Adopted by Fastcrypto

Mysticeti: Reaching the Limits of Latency with Uncertified …

NDSS • Adopted by Sui

FastPay: High-Performance Byzantine Fault Tolerant … 
AFT • Adopted by Sui, Linera

Twins: BFT Systems Made Robust  
OPODIS • Adopted by Diem, Aptos, Chainlink

Fraud Proofs: Maximising Light Client Security and …

FC • Adoped by Ethereum, Celestia

Narwhal and Tusk: A DAG-based Mempool and Efficient …

EuroSys • Adopted by Sui, Aptos, Fleek, Aleo

Best paper award

Jolteon and Ditto: Network-Adaptive Efficient Consensus …

FC • Adopted by Flow, Diem, Aptos, Monad



1. Network model? 

2. BFT testing? 

3. Consensus-exec interface? 

4. Storage architecture? 

5. Block synchroniser? 

6. Realistic benchmarks? 

7. Efficient reads?

Research 
Questions

1. Modularisation is a design strategy 

2. Tasks-threads relationship 

3. Benchmark early 

4. Codesign with mem. and storage 

5. Core is hard, consensus is easy 

6. Epoch change is not an add-on 

7. Writing papers to explore designs

Lessons 
Learned



EXTRA: 
Benchmarks



Implementation

• Written in Rust 

• Networking: Tokio (TCP) 

• Storage: custom WAL 

• Cryptography: ed25519-consensus

https://github.com/mystenlabs/mysticeti



Implementation

• Synchronous core 

• One Tokio task per peer (limiting resource usage) 

• DTE simulator

https://github.com/mystenlabs/mysticeti



Evaluation
Experimental setup on AWS

m5d.8xlarge



Prototype Benchmarks
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